0 is for Dialectica

Marie Kerjean and Pierre-Marie Pédrot

! CNRS, LIPN, Université Sorbonne Paris Nord kerjean@lipn.fr
2 Inria pedrot@inria.fr

Dialectica was originally introduced by Godel in a famous paper [7] as a
way to constructively interpret an extension of HA [1], but turned out to be a
very fertile object of its own. Judged too complex, it was quickly simplified by
Kreisel into the well-known realizability interpretation that now bears his name.
Soon after the inception of Linear Logic (LL), Dialectica was shown to factorize
through Girard’s embedding of LJ into LL, purveying an expressive technique
to build categorical models of LL [13]. In its logical outfit, Dialectica led to
numerous applications and was tweaked into an unending array of variations in
the proof mining community [10].

The modern way to look at Dialectica is however to consider it as a program
translation, or more precisely two mutually defined translations of the A-calculus
exposing intensional information [14].

In a different scientific universe, Automatic Differentiation [8] (AD) is the
field that studies the design and implementation of efficient algorithms com-
puting the differentiation of mathematical expression and numerical programs.
Indeed, due to the chain rule, computing the differential of a sequence of expres-
sions involves a choice, namely when to compute the value of a given expression
and when to compute the value of its derivative. Two extremal algorithms coex-
ist. On the one hand, forward differentiation [16] computes functions and their
derivatives pairwise in the order they are provided, while on the other hand re-
verse differentiation [12] computes all functions first and then their derivative in
reverse order. Depending on the setting, one can behave more efficiently than the
other. Notably, reverse differentiation has been critically used in the fashionable
context of deep learning.

Differentiable programming is a rather new and lively research domain aim-
ing at expressing automatic differentiation techniques through the prism of the
traditional tools of the programming language theory community. As such, it has
been studied through continuations [15], functoriality [6], and linear types [4].
It led to a myriad of implementation over rich programming languages, proven
correct through semantics of higher-order differentiable functions [11]. Surpris-
ingly, these various principled explorations of automatic differentiation are what
allows us to draw a link between Dialectica and differentiation in logic.

The simple, albeit fundamental claim of this talk is that, behind its different
logical avatars, the Dialectica translation is in fact a reverse differentiation algo-
rithm, where the linearity and involutivity of differentiation have been forgotten.
In the domain of proof theory, differentiation has been very much studied from
the point of view of linear logic. This led to Differential Linear Logic [5] (DiLL),
differential categories [3], or the differential A-calculus. To support our thesis
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with evidence, we will formally state a correspondence between each of these
objects and the corresponding Dialectica interpretation.

More generally, Dialectica is known for extracting quantitative information
from proofs [10], and this relates very much with the quantitative point of view
that differentiation has brought to A-calculus [2]. Herbelin also notices at the
end of its paper realizing Markov’s rule through delimited continuations that
this axiom has the type of a differentiation operator [9]. If time permits, we will
explore the possible consequences of formally relating reverse differentiation and
Dialectica to proof mining and Herbelin’s work in the conclusion.
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