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Abstract. Machine ethics has, as its topic of research, the behaviour
of machines towards humans and other machines. One aspect of that
research problem is enabling machines to reason about right and wrong.
The automation of moral reasoning is on one end the field of dreams and
speculative fiction, but on the other it is a very real need to ensure that
the artificial intelligence used to automate various tasks that require in-
telligence does not neglect the ethical and value impact this ‘replacement’
of man with machine has. This tutorial introduces the problem of mak-
ing moral decisions and gives a general overview of how a computational
agent can be constructed to make moral decisions.

Keywords: Machine ethics - artificial morality - computational agency

What is Machine Ethics? Artificial intelligence (AI) is concerned with the prob-
lem of using computation to automate tasks that require intelligence [3]. In a
society, we all affect each other with our activities and decisions. Ethics (or moral
philosophy) is concerned with understanding and recommending right and wrong
behaviours and decisions [6]. The right decisions being characterised by taking
into consideration not only ones own interest, but also the interest of others [7].
The more computationally automated tasks are used to complement or replace
people’s tasks, the more concerns we have to ensure that the resulting actions
and choices are not only correct and rational, but also do not have a negative
ethical impact on society.

One way to ensure that AI has a non-negative ethical impact on society
is to consider that moral reasoning is itself a cognitive task that we can con-
sider automating. Machine ethics, or artificial morality, is a sub-field in AT that
is researching this approach. The problem of automating moral reasoning can
be considered as a problem of moral philosophy, whereas one is interested in
questions such as: should machines be enabled with ethical reasoning [5], which
norms should machines follow [§], can machines ever be moral agents [4], etc. As
a problem of computer science, machine ethics focuses on the question of how
to automate moral reasoning [219].

Here we are concerned with the question of how to automate moral reasoning.
Although this problem, and machine ethics in general, have been raised since
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2006 [1], it is an extremely difficult problem that requires a lot of improvement in
the state of the art in AT and moral philosophy. We discuss the basic approaches
in machine ethics, the advantages and challenges of each. These lecture notes
are structured as follows.

Tutorial Overview. In this tutorial, first we discuss what is decision making and
how decision-making is distinguished from moral decision-making. Decisions are
made by an agent. Next we discuss what computational agents are, what does it
mean for a computational agent to be autonomous and what kind of moral agents
can computational agents be. One way to automate moral reasoning is to follow
a specific moral theory. We give a very quick overview of what is a moral theory
and some of the more known moral theories from moral philosophy. Next, In
we discuss two general approaches to building artificial moral agents, we discuss
open research problems and challenges.

Tutorial Scope. In this tutorial we do discussed specific examples of artificial
moral agents. This tutorial is not intended to be a systematic review of im-
plemented machine ethics systems. A very practical reason for avoiding dis-
cussing implementations of artificial agents here is that these implementations
vary vastly in the approaches they use and considerable background knowledge
in various reasoning and learning methods would be necessary to understand the
implementations. However, references are given to these specific systems and the
interested reader can follow them and explore them for learning more.
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